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ABSTRACT

Computational Fluid Dynamics (CFD) simulations of wind
turbine wakes are strongly influenced by the choice of the turbu-
lence model used to close the Reynolds-averaged Navier-Stokes
(RANS) equations. A wrong choice can lead to incorrect pre-
dictions of the velocity field characterizing the wind turbine
wake, and consequently to an incorrect power estimation for
wind turbines operating downstream. This study aims to in-
vestigate the influence of different turbulence models on the re-
sults of CFD wind turbine simulations. In particular, the k− ε ,
k−ω , SST k−ω , and Reynolds stress models are used to close
the RANS equations and their influence on the CFD simulations
is evaluated from the flow field generated downstream a stand-
alone wind turbine. The assessment of the turbulence models was
conducted by comparing the CFD results with publicly available
experimental measurements of the flow field from the Sexbierum
wind farm. Consistent turbulence model constants were pro-
posed for atmospheric boundary layer and wake flows accord-
ing to previous literature and appropriate experimental observa-
tions. Modifications of the derived turbulence model constants
were also investigated in order to improve agreement with exper-
imental data. The results showed that the simulations using the
k−ε and k−ω turbulence models consistently overestimated the
velocity in the wind turbine wakes. On the other hand, the sim-
ulations using the SST k−ω and Reynolds stress models could
accurately capture the velocity in the wake of the wind turbine.
Results also showed that the predictions from the k−ε and k−ω

turbulence models could be improved by using the modified set
of turbulence coefficients.

INTRODUCTION
The increasing global energy demand, combined with deple-

tion of fossil-fuel reserves and stricter environmental regulations,
has led to the development of alternative energy solutions like
wind energy. In the last twenty years the global installed wind
capacity has been experiencing an exponential growth, reaching
approximately 430 GW at the end of 2015 [1]. This growth in
the wind energy sector has brought about the installation of large
wind farms which are spreading in many countries as an im-
portant source of energy competitive with traditional fossil-fuel
power stations. As a consequence, the focus of wind engineers
has shifted from the improvement of single wind turbines in the
early stage of the wind energy development to the optimal design
and operation of clusters of turbines, i.e., wind farms.

One important phenomenon that has to be investigated with
regards to wind farms is the wake generated by wind turbines,
which lowers the wind speed experience by the turbines placed
downstream and, as a consequence, reduces their power produc-
tion [2]. Accurate modeling of wake effects is therefore crucial
for a correct estimation of the annual energy production and for
an optimal design of the wind turbines placement. Different ap-
proaches exist to model wind turbine wakes, namely analytical
and numerical models [3]. Whereas analytical wake models have
the advantage of being simple and computationally efficient, nu-
merical models, which relies on Computational Fluid Dynamics
(CFD), offer higher accuracy and flexibility to handle different
ambient conditions.

In recent years, the use of CFD wake models in wind farm
investigations has been undergoing a rapid growth thanks to im-
provements of computational technologies and resources. The
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first CFD study dates back to 1985, when Crespo et al. [4] de-
veloped a CFD code to analyze the wake of wind turbines in the
atmospheric surface layer. Since then, especially in the last 15
years, many works have been proposed in literature that covered
numerical, modeling, and accuracy issues of CFD wind turbine
simulations [5].

A significant part of CFD models uses the Reynolds-
averaged Navier-Stokes (RANS) equations to solve the flow
field. RANS equations are based on a time-averaging proce-
dure for the flow flied solution and require additional turbulence
modeling to close the system of equations. Different turbulence
models have been tested in wind turbine simulations to predict
wake velocities and power output. One of the most used turbu-
lence models is the k− ε model, which found implementation
in many works, among which the most notable are [6–8]. The
results of the simulations using the k− ε model showed quite
good agreement with experimental measurements when the CFD
codes used the parabolic RANS equations (i.e., the pressure gra-
dient is neglected and the velocity profile is prescribed behind
the wind turbine), whereas the agreement was poor when the full
RANS equations was employed (elliptic equations). This limi-
tation was first observed by Réthoré [7], who suggested that the
cause may lie in the limited validity of the eddy viscosity as-
sumption (Boussinesq approximation) in the near-wake region.
Another turbulence model widely used is the k−ω model, whose
most notable implementations were conducted by Prospathopou-
los et al. [9, 10]. As for the k− ε model, the results of the
simulations using the k−ω model showed poor agreement with
experimental observations. A different approach that does not
make use of the Boussinesq hypothesis and computes directly the
Reynolds stresses is the Reynolds stress models (RSM), which
was tested by Cabezón et al. [8] in comparison with the standard
k− ε model. One of the most promising turbulence models, the
SST k−ω model, widely used in aeronautical applications, is still
missing from the literature about wind turbine simulations.

Due to the aforementioned limitations, several authors have
proposed modifications of the original models to improve agree-
ment with experimental data. El Kasmi and Masson [11] modi-
fied the k− ε model adding a source term to the transport equa-
tion for the turbulent energy dissipation in a region in close prox-
imity to the rotor. Another modified version is the realizable k−ε

model, which was tested and compared with the standard model
by Cabezón et al. [8]. Prospathopoulos et al. [10] proposed a
modification of the k−ω model adjusting the turbulence model
coefficients according to a lower turbulence decay. Furthermore,
the realizability constraint was applied to the k−ω model and its
results were compared to the standard model in [10].

A consistent comparison of the influence of the different tur-
bulence models on the wind turbine simulations is however miss-
ing. In fact, the k− ε and k−ω formulations followed indepen-
dent paths with regards to both model tuning and experimental
validation. For example, the turbulence constants of the k− ε

and k−ω models for atmospheric surface layer and wake simu-
lations were determined respectively by Crespo et al. [4] and by
Prospathopoulos et al. [9] with no formal consistency between
each other. The same can also be said for the RSM, where no
such study was conducted.

This work aims to compare in a consistent way the principal
turbulence models present in literature, namely the k− ε , k−ω ,
and Reynolds stress model, to introduce the SST k−ω model as
a innovative turbulence model for wind turbine simulations, and
to investigate and assess the influence of the different turbulence
models on the results of the CFD simulations. The comparison is
made consistent by a proper adjustment of the turbulence model
constants according to appropriate experimental observations of
atmospheric surface layer and wake flows. The assessment of
the turbulence models is conducted by comparing the CFD re-
sults with publicly available experimental measurements of the
flow field from the Sexbierum wind farm. Modifications of the
derived turbulence model constants are also investigated in order
to improve agreement with experimental data.

METHODOLOGY
The governing equations of the simulations are the

Reynolds-averaged Navier-Stokes (RANS) equations for incom-
pressible, steady flows, which require additional turbulence mod-
eling to solve the nonlinear Reynolds stress term and to close the
system of equations. The set of equations is then composed of
the continuity equation, Eqn. 1, the three momentum equations,
Eqn. 2, and the transport equations for turbulence, whose num-
ber depends on the particular choice of the turbulence model.

∂Ui

∂xi
= 0 (1)

U j
∂Ui

∂x j
=− 1

ρ

∂ p
∂xi

+
∂

∂x j

(
ν

∂Ui

∂x j
−uiu j

)
+

F
ρ

(2)

OpenFOAM is employed to solve this set of equations, using a
control-volume-based technique to transform the governing flow
equations into algebraic expressions that can be solved numeri-
cally. The discretization of the governing equations is based on
the second-order upwind scheme, which is applied for the inter-
polation of velocities and turbulent quantities. The semi-implicit
method for pressure-linked equations (SIMPLE) algorithms is
used to solve simultaneously the set of equations by an iterative
scheme. The next section provides an overview of the turbulence
models employed to close the RANS equations, whose effect on
the simulations will be discussed in the results section.
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TURBULENCE MODELLING
STANDARD k− ε MODEL The standard k− ε turbu-

lence model was first proposed by Jones and Launder [12] and
was subsequently revised by Launder and Sharma [13] with the
introduction of the currently used empirical constants. It was the
first two-equation model used in applied computational fluid dy-
namics and is still the most widely used in many fields [14]. The
model is based on the turbulent-viscosity hypothesis (Boussinesq
approximation) that relates the Reynolds stresses to the mean
flow according to the following equation:

−uiu j = νt

(
∂Ui

∂x j
+

∂U j

∂xi

)
− 2

3
kδi j = 2νtSi j−

2
3

kδi j (3)

where k is the turbulent kinetic energy, Si j the mean strain-rate
tensor, and νt is the eddy viscosity computed as follows:

νt =Cµ

k2

ε
(4)

The turbulent kinetic energy k and turbulent dissipation rate ε are
obtained from two transport equations. The standard values of
the models constants present in the k and ε were chosen in order
to impose certain experimental constraints and are the following:

Cµ = 0.09, C1ε = 1.44, C2ε = 1.92, σk = 1, σε = 1.3

In spite of its broad rage of applicability and accurate results for
simple flows, the k− ε model has shown some limitations: it
can be quite inaccurate for complex flows, in particular in the
presence of large adverse pressure gradients [15]. Also, partic-
ular near-wall treatments are usually included since the model
showed to not perform well for near-wall regions.

STANDARD k− ω MODEL Different formulations of
the k−ω turbulence model were proposed in the past, but the
standard model adopted today is the one formulated by Wilcox
[16], which has been more extensively tested than any other. The
model is based on the Boussinesq approximation and the main
difference with respect to the k−ε model is the use of the specific
dissipation rate (also called turbulence frequency), ω , in place of
the turbulent dissipation rate, ε . Two transport equations are use
to calculate the value of k and ω , whereas the eddy viscosity has
the following definition:

νt =
k
ω

(5)

The standard constants take the following values:

β
∗ = 0.09, β = 0.075, α = 0.556, σ

∗ = 0.5, σ = 0.5

A close similarity can be observed between the k− ε and the
k−ω models when a transformation is applied to the ω equation
by adopting the definition of ω as ε/

(
Cµ k

)
and by using the

following transformed constants [17]:

T = 1/ω, C1ε = 1+α, C2ε = 1+β/β
∗, σε = 1/σ , Cµ = β

∗

It can be seen that the values of the transformed constants are
similar but not exactly equal to the original k− ε values, mainly
because of the calibration of the constants with different (but con-
sistent) experimental data. This transformation reproduces the
standard ε model with an additional term Sω which is defined as:

Sω =
2
T
(ν +σνt)

(
|∇k|2

k
− ∇k ·∇ε

ε

)
(6)

This source term in the dissipation equation distinguishes the
k−ε and the k−ω models and acts mainly in the inner region of
boundary layers (near walls). This characteristic helps to explain
why the k−ω model performs better than the k− ε model for
boundary-layer flows, both in its treatment of the viscous near-
wall region and in its accounting for the effects of streamwise
pressure gradient [14]. Two important limitations have how-
ever to be highlighted: the first is that the model showed prob-
lems when dealing with non-turbulent free-stream boundaries so
that particular (non-physical) boundary conditions are usually re-
quired; the second is that it overpredicts the level of shear stress
in adverse pressure-gradient boundary layers [15].

SST k − ω MODEL The shear-stress transport (SST)
k−ω turbulence model was formulated by Menter [18] and has
been found to be quite effective in predicting many aeronautical
flows [17]. The reason for this is that it was designed to yield
the best behavior of the k− ε and the k−ω models: it retains
the robust and accurate formulation of the Wilcox k−ω model
in the near wall region, and takes advantage of the freestream in-
dependence of the k− ε model in the outer part of the boundary
layer. A blending function takes care of the switch between the
two models according to the distance from a wall. The blending
function F1 is designed to be one in the near wall region (leading
to a k−ω model) and zero away from the surface (leading to a
k− ε model). The constants of the model are also calculated by
interpolation of the two original models as follows:

φ = F1φ1 +(1−F1)φ2 (7)

The constants of set 1 are from the k−ω model (except σk1
which is slightly different):

β
∗ = 0.09, β1 = 0.075, γ1 = 0.556 σk1 = 0.85, σω1 = 0.5
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The constants of set 2 are from the k− ε model, derived as ex-
plained in Sec. :

β
∗ = 0.09, β2 = 0.0828, γ2 = 0.44, σk2 = 1, σω2 = 0.856

The other important improvement introduced in the SST k−ω

model with respect to the parent models is in the shear-stress
predictions in adverse pressure-gradient boundary layers. The
tendency to overestimate the shear stress is fixed by imposing
a bound on the stress-intensity ratio, |uiu j|/k. This ratio is of-
ten denoted a1 and in many flows is approximately equal to 0.3,
with lower values in adverse pressure gradients. The bound is
introduced with a new definition of the eddy viscosity:

νt =
a1k

max(a1ω;2|Ωi j|F2)
(8)

where Ωi j is the mean flow rotation tensor and F2 is a function
that is one for boundary-layer flows and zero for free-shear lay-
ers.

REYNOLDS STRESS MODEL In the Reynolds stress
models, the individual Reynolds stresses are directly com-
puted and consequently the turbulent-viscosity hypothesis is not
needed. Six transport equations take care of each Reynolds
stress. There exist different approaches to model the terms in
the transport equations that have brought about different RSMs:
among the most used are the Launder-Reece-Rodi (LRR) model
by Launder et al. [19] and the Speziale-Sarkar-Gatski (SSG)
model by Speziale et al. [20]. In this work it has been chosen
to use the Gibson-Launder (GB) model [21] which was devel-
oped and calibrated with the purpose to accurately simulate at-
mospheric boundary layers. This model, as the other RSMs, has
six equations to compute each of the six Reynolds stresses and
an equation for the turbulent dissipation rate. The standard coef-
ficients of this model are the following:

Cµ = 0.09, C1ε = 1.44, C2ε = 1.92, σR = 0.8197, σε = 1.3

C1 = 1.8, C2 = 0.6, C′1 = 0.5, C′2 = 0.3

The first set of the coefficients are alike the ones in the k− ε

model, whereas the second set of the coefficients is used to
model different terms in the transport equations of the Reynolds
stresses.

The RSM is potentially the most general and physically the
most complete, since it calculates each of the Reynolds stresses.

For this reason, it has also the potential to accurately predict
anisotropic turbulent flows, which is an important advantage
compared to the eddy viscosity models limited by the Boussinesq
approximation and the assumption of isotropic flows. On the
other hand, the RSM requires significantly more computational
time and CPU memory compared to the simpler two-equation
models.

ACTUATOR DISK MODELING
The wind turbine has been modeled as an actuator disk

whose main feature is to apply a distributed force, defined as
axial momentum source, F (in Eq. 2), over a cylindrical volume,
defined by the rotor swept area. The actuator disk model, even
though it does not provide a detailed description of the wind tur-
bine geometry, is able to capture adequately the wake effect gen-
erated by the wind turbine and to compute its power output, as
required for the employment in wind turbine and wind farm sim-
ulations [22–24]. From the definition of thrust coefficient, it can
be derived that the axial force is a function of the reference wind
speed:

F =
1
2

ρ
πD2

4
CTU2

in f (9)

where ρ is the air density, D is the rotor diameter; Uin f is the
upstream wind speed, and CT is the thrust coefficient, obtained
from the thrust coefficient curve of the wind turbine at the spec-
ified Uin f . The power generated can be computed as the product
of the axial force and the average velocity over the actuator disk
volume V :

P = FUx = F
1
V

∫
V

UxdV (10)

SURFACE BOUNDARY LAYER MODELING
The simulations of wind turbines have necessary to take into

account the wind conditions and characteristics usually encoun-
tered in real flows, which are referred to as atmospheric bound-
ary layers (ABL). The starting point is the characterization of the
mean wind shear profile. For an homogeneous and stationary
flow, the shear profile can be described, according to Panofsky
and Dutton [25], as:

∂Ux

∂ z
=

u∗
κl

(11)

where U is the mean wind speed, z is the height above ground,
u∗ is the local friction velocity, l is the local length scale, and κ

is the von Kármán constant (≈ 0.4). Within the ABL, the friction
velocity is expected to decrease with z, vanishing at the edge of
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the ABL. The height of an ABL can extend up to some kilome-
ters, depending on the atmospheric stability [25]. The first 10%
of the ABL, which is usually called the surface boundary layer
(SBL), can be approximated by a constant friction velocity equal
to u∗0. Also, in the SBL, the length scale is assumed equal to the
height (lSL = z).

The length scale, l, is influenced by the atmospheric sta-
bility, which describes the combined effects of mechanical tur-
bulence and heat convection, and the height of the ABL. Three
classes of atmospheric stability can be defined: unstable, neutral,
and stable conditions. The study case analyzed in this work will
take into account only the surface boundary layer in neutral con-
ditions, which is a reasonable approximation up to a height of at
least 100m [25]. Under these hypothesis, a logarithmic velocity
profile can be derived from Eq. 11 by integration:

Ux =
u∗0
κ

ln
(

z
z0

)
(12)

where z0 is the surface roughness length. This parameter is solely
used for describing the wind speed profile, in fact, it is not a phys-
ical length, but rather a length scale representing the roughness
of the ground (reference values for different terrain types can be
found in [25]). The friction velocity can be calculated once a
reference velocity is known at a specific height:

u∗0 =
κUx,re f

ln
(

zre f
z0

) (13)

Introducing the equation for the wind profile into the turbulence
models, it can be derived that the turbulent kinetic energy, tur-
bulent dissipation rate, and specific dissipation rate have the fol-
lowing expressions, respectively [9, 26]:

k =
u2
∗0√
Cµ

, ε =
u3
∗0

κz
, ω =

u∗0√
β ∗κz

(14)

Average values for the Reynolds stresses were extrapolated by
Panofsky and Dutton [25] from different experimental data sets.
The values of the Reynolds stresses reflect the anysotropic na-
ture of the atmospheric boundary layer and these are given as a
function of the friction velocity:

uxux = (2.39u∗0)
2 , uyuy = (1.92u∗0)

2 , uzuz = (1.25u∗0)
2

uxuz =−u2
∗0, uxuy = uyuz = 0

TURBULENCE MODEL CONSTANTS FOR SBL AND
WIND TURBINE SIMULATIONS

The standard coefficients of the turbulence models previ-
ously described have been calibrated on several and various ex-
perimental data sets, and therefore represent a compromise to
give the best performance for a range of flows [14]. The con-
ditions that a wind turbine simulation has to deal with represent
a particular subset of the entire range of the turbulence model
applicability. In particular, two main phenomena occurring in
this application can be identified: the SBL and the wake gener-
ated by the wind turbine that propagates in a SBL. Taking this
into account, it is possible to reduce the range of applicability
of the turbulence models to the particular flow situations previ-
ously mentioned and recalibrate the turbulence model constants
with more convenient measurements from SBL and wake flows.
Crespo et al. [4] and Prospathopoulos et al. [9] were the first
to propose a modification of the constants for the k− ε and the
k−ω models, respectively, for wind turbine simulation is SBL
flows. A consistent adjustment of the coefficients for the afore-
mentioned turbulence models has not been formulated yet and
it is proposed in this study in accordance with previous works
and convenient data sets for wind turbine simulations. Further-
more, modifications of the derived turbulence model constants
are also investigated in order to improve agreement with experi-
mental data considering different values of turbulence decay. In
total, three sets of coefficients (one baseline and two modifica-
tions) are determined and tested on wind turbine simulations.

The first coefficient analyzed is Cµ , equivalent to β ∗, which
appears in the definition of the turbulent viscosity (Eqn. 4). Its
value has been determined according to measurements from sim-
ple turbulent shear flows and the logarithmic region of boundary
layers: in these particular situations it is possible to demonstrate
that [14]

Cµ =

(
|uiu j|

k

)2

(15)

The stress-intensity ratio has been measured to be approximately
0.3 in these flows and Cµ has been calculated accordingly, giving
the value of 0.09. When dealing with SBL, the stress-intensity
ratio assumes the following value:

|uiu j|
k

=
u2
∗0
k

= 0.182 (16)

Therefore, the value of Cµ is changed to 0.0333, as also reported
in [4, 9].

The second coefficient analyzed is C2ε (equivalent to β =
(C2ε −1)β ∗), which controls the decaying of turbulence. It is
possible to show that in the particular case of homogeneous,
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isotropic turbulence, the decaying of turbulence is controlled by
a power-law solution [14]. The decay exponent, n, characteriz-
ing the solution is correlated to the C2ε coefficient according to
the following relation:

C2ε =
n+1

n
(17)

Measurements of grid turbulence in wind tunnels give a value
for n in the range of 1.3± 0.2. The standard values of the k− ε

and k−ω models used a value of 1.09 and 1.2, respectively. The
turbulence decay is expected to behave in a similar manner also
in the SBL and wake flows, and therefore the value of the decay
exponent can be considered to fall in the same range. However,
Prospathopoulos et al. [10] suggested that the exponent could be
lower for the anisotropic SBL flow. They tested this assumption
on a standard k−ω model, providing some improvements to the
simulation predictions. Following their approach, three values
were chosen in this work: 1.2 (the baseline one), 0.9, and 0.6
(the two modifications). The turbulence model constants were
computed accordingly in order to guarantee consistency.

The coefficient C1ε (equivalent to α = C1ε − 1), for given
values of Cµ and C2ε , controls the spreading rate of free-shear
flows [17]. The standard value was chosen so that the ba-
sic model would give a reasonable value for the spreading rate
in mixing layers. What actually determines the spreading rate
of free-shear flows in numerical simulations is the difference
C2ε−C1ε : a difference of about 0.45−0.50 gives a good estima-
tion of this quantity and this is how the standard coefficients were
determined [17]. Mixing layers are an occurring phenomenon
in the wakes of wind turbine and the constrain previously men-
tioned has to be taken into account. This was not the case when
the modifications of the standard coefficients were first proposed
in [4, 9] for SBL, and a different modification is proposed here
on the basis of these considerations. Given the values of of Cµ

and C2ε previously determined, values of C1ε are determined ac-
cordingly.

The value of the coefficient σε (equivalent to 1/σ ) can be es-
tablished by examining the log region in boundary layers. Under
this condition the following equation must hold [14]:

κ
2 = σε

√
Cµ (C2ε −C1ε) (18)

from which it is possible to calculate the value for σε , given the
other coefficients already determined and the value of the von
Kármán constant.

The last coefficient that has to be discussed is σk (equivalent
to 1/σ∗). Differently from the other coefficients, there are no
particular cases with whom its value can be determined. In fact,
for the standard k− ε model its value is set to 1, whereas for the
k−ω model its value is kept equal to σ , as a tradeoff among

FIGURE 1: PERFORMANCE CURVE OF THE SEXBIERUM
TURBINE

a broad range of experimental observations [15]. This second
approach has been chosen in this work.

The final sets of coefficients for each turbulence model are
summarized in Tab. 1, 2, and 3 for the baseline and modifica-
tions, respectively.

STUDY CASE

The validation of the CFD model with the aforementioned
turbulence closures and SBL equations was conducted using the
experimental data set from the Sexbierum [27]. The Dutch Ex-
perimental Wind Farm at Sexbierum is located in the Northern
part of The Netherlands at approximately 4 km distance of the
seashore. The wind farm is located in flat homogeneous terrain,
mainly grassland used by farmers. The wind farm has a total
of 5.4 MW installed capacity consisting of 18 turbines of 300
kW rated power each. The wind turbines in the wind farm are
HOLEC machines with three WPS 30/3 blades and with a rated
power of 310 kW. The rotor diameter is 30.1 m, the hub height
is 35 m. Performance curves are reported in Fig. 1. The cam-
paign concerned measurement of the wind speed, turbulence and
shear stress behind a single wind turbine at distances of 2.5, 5.5
and 8 rotor diameters, respectively. The free stream wind condi-
tions at hub height were Uin f = 10 m/s and T Ix = 10%. For these
conditions, the thrust coefficient was CT = 0.75.
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TABLE 1: BASELINE TURBULENCE MODEL CONSTANTS DERIVED FOR A TURBULENCE DECAY EXPONENT OF 1.2.

Turbulence model Turbulence constants

k− ε Cµ = 0.0333 C1ε = 1.42 C2ε = 1.83 σk = 2.25 σε = 2.25

k−ω β ∗ = 0.0333 α = 0.42 β = 0.0277 σ∗ = 0.45 σ = 0.45

SST k−ω β ∗ = 0.0333
γ1 = 0.42 β1 = 0.0277 σk1 = 0.45 σω1 = 0.45

γ2 = 0.42 β2 = 0.0277 σk2 = 0.45 σω2 = 0.45

RSM Cµ = 0.0333
C1ε = 1.42 C2ε = 1.83 σR = 0.8197 σε = 2.25

C1 = 1.8 C2 = 0.6 C′1 = 0.5 C′2 = 0.3

TABLE 2: MODIFIED TURBULENCE MODEL CONSTANTS DERIVED FOR A TURBULENCE DECAY EXPONENT OF 0.9.

Turbulence model Turbulence constants

k− ε Cµ = 0.0333 C1ε = 1.65 C2ε = 2.11 σk = 2.0 σε = 2.0

k−ω β ∗ = 0.0333 α = 0.65 β = 0.0367 σ∗ = 0.5 σ = 0.5

SST k−ω β ∗ = 0.0333
γ1 = 0.65 β1 = 0.0367 σk1 = 0.5 σω1 = 0.5

γ2 = 0.65 β2 = 0.0367 σk2 = 0.5 σω2 = 0.5

RSM Cµ = 0.0333
C1ε = 1.65 C2ε = 2.11 σR = 0.8197 σε = 2.0

C1 = 1.8 C2 = 0.6 C′1 = 0.5 C′2 = 0.3

TABLE 3: MODIFIED TURBULENCE MODEL CONSTANTS DERIVED FOR A TURBULENCE DECAY EXPONENT OF 0.6.

Turbulence model Turbulence constants

k− ε Cµ = 0.0333 C1ε = 2.16 C2ε = 2.67 σk = 1.84 σε = 1.84

k−ω β ∗ = 0.0333 α = 1.16 β = 0.055 σ∗ = 0.54 σ = 0.54

SST k−ω β ∗ = 0.0333
γ1 = 1.16 β1 = 0.055 σk1 = 0.54 σω1 = 0.54

γ2 = 1.16 β2 = 0.055 σk2 = 0.54 σω2 = 0.54

RSM Cµ = 0.0333
C1ε = 2.16 C2ε = 2.67 σR = 0.8197 σε = 1.84

C1 = 1.8 C2 = 0.6 C′1 = 0.5 C′2 = 0.3

NUMERICAL SETUP

The computational domain and mesh of the two cases were
generated with blockMesh and snappyHexMesh, two mesh utili-
ties of OpenFOAM for mesh generation and refinement, respec-
tively. The Cartesian coordinate system is defined with x, y, and
z being respectively the streamwise, lateral and vertical direc-
tions. Figure 2 illustrates schematic layouts of the domain. The
dimensions of the domain are a function of the rotor diameter.
The domain includes the actuator disk region and a refined re-
gion surrounding the disk with a double mesh resolution in order

to capture the most significant gradients in the flow field.

The dimensions of the domain, instead, were carefully de-
termined in order not to influence the flow-field solution and to
avoid useless domain regions. In particular, larger dimensions
were tested and were subsequently decreased according to the
following rule: a smaller domain is accepted only if the flow so-
lution does not vary by more that 1% with respect to the largest
domain tested (with dimensions as double as the ones presented
here), ideally considered as the solution of an infinite domain.
The dimensions that need a detailed discussion are the distance
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(a) Top view

(b) Lateral view

(c) Front view

FIGURE 2: Schematic layouts of the domain.

between the inlet and the wind turbine, and the height of the do-
main. In the first case, there has to be enough distance before the
wind turbine to allow the flow field perturbed by the wind tur-
bine to propagate upstream without being influences by the inlet
boundary conditions. A distance of 3D was found to correctly
satisfy this condition. In the second case, a too short domain
height would cause flow blockage and would promote a faster,
non-physical wake recovery. A height of 5D was determined
according to these considerations and to practical wind engineer-
ing reference guideline, which suggests a value of 5H, being H
the height of any obstacle (in this case the wind turbine rotor).
The other dimensions were basically chosen in order to have the

flow-field solution as far as the experimental measurements are
available for comparison.

For the solution of the RANS equations, the convergence
criterion was set so that the residuals of all the equations were
below 10−5. A stricter convergence criterion was found to pro-
vide a negligible difference on the solution.

BOUNDARY CONDITIONS
The inlet boundary condition was defined with the equations

relative to the SBL. Given the flow characteristics, i.e., Uin f , T Ix,
and H, the value for u∗0 was derived with Eqs. 13. The velocity,
turbulence kinetic energy (or Reynolds stresses), and turbulence
dissipation rate (or specific dissipation rate) were then prescribed
according to Eqs. 12 and 14, depending on the turbulence model
used. The outlet boundary condition was defined as a pressure
outlet, with zero gradient for the velocity and turbulence quanti-
ties. The top boundary condition was defined by prescribing con-
stant values of velocity, turbulence kinetic energy (or Reynolds
stresses), and turbulence dissipation rate (or specific dissipation
rate) at the domain height, whereas zero gradient was set for the
pressure. The side boundary condition was defined as zero gradi-
ent for all the variables. The ground was defined as a rough wall,
with wall functions that took care of the turbulence quantities.

MESH SENSITIVITY ANALYSIS
A mesh sensitivity analysis was conducted in order to re-

duce spatial discretization errors in the CFD simulations and to
guarantee a mesh-independent solution. Different grid resolu-
tions were tested for each turbulence model and the relative error
of the designated flow variables was measured. The global grid
spacing was decreased progressively by a factor of 1.5, starting
from the coarsest case where the global spacing was 0.225D. The
resolution in the refined region surrounding the wind turbine was
as double as the global resolution. In the region close to the wall,
the resolution was also higher: the first cell at the wall was fixed
to a height of 0.01D and this value was progressively increased
moving away from the wall, up to the size given by the global
resolution. The height of the region where this mesh refinement
took place was 0.5D.

Given the aforementioned considerations, four different
global grid spacings were tested, namely 0.225D, 0.150D,
0.100D, and 0.067D, and the value of streamwise velocity was
monitored at two locations downstream the wind turbine, namely
2.5D and 8D. The number of cells obtained for the different res-
olutions was approximately 40·, 130·, 400·, and 1300 · 103, re-
spectively. A global grid spacing of 0.1D was found to guarantee
a mesh independent solution: the percentage difference of the
calculated velocities for all the turbulence models with respect
to a lower grid spacing (0.067D) was found to be less than 1%.
This result is consistent with other computational studies on wind
turbine wake simulations [8, 10, 28].
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RESULTS AND DISCUSSION
This section includes the results obtained from the devel-

oped CFD wake model when applied to the stand-alone Sex-
bierum wind turbine case. The simulated wind speed was com-
pared with the real wind turbine measurements in order to as-
sess the implemented turbulence models and the CFD model as a
whole. The simulations were solved with simpleFoam, the Open-
FOAM steady-state solver for incompressible, turbulent flows,
that run on a Inter(R) Core(TM) i7-4790 computer with 3.60 Ghz
clock time using 6 processors. The number of iterations required
to reach the convergence of the solution was about 400 for the
k− ε and k−ω models, 300 for the SST k−ω model, and 800
for the RSM. The computational time required for the simula-
tions to converge ranged from approximately 20 minutes for the
SST k−ω model to 40 minutes for th RSM.

Figures 3, 4, 5, and 6 show the normalized wind speed down-
stream the Sexbierum wind turbine as a function of the wind di-
rection. Comparison with experimental data was conducted at
three downstream locations, namely 2.5D, 5.5D, and 8D down-
stream the wind turbine, in order to assess the numerical results
obtained with the four turbulence models. The wind direction
refers to relative direction of the incoming flow where 0◦ indi-
cates the direction behind the center of the rotor at which the
maximum wind speed deficit is expected.

With regard to the results for the baseline coefficients, the
wind speed was captured well by the SST k−ω and Reynolds
stress models for the three locations, but it was highly overesti-
mated by the k− ε and k−ω models, especially at 2.5D down-
stream where the percentage error was approximately 30%. This
overestimation is consistent with previous works that highlighted
the limitations of these two models [7,10]. The reason of the fail-
ure is very likely caused by the incorrect prediction of the eddy
viscosity in situations of adverse pressure gradients, such as the
one experienced in the near wake of the wind turbine. Indeed,
the results with the SST k−ω model, whose eddy viscosity is
bounded to prevent the aforementioned behavior, were accurate
and very similar to the predictions of the RSM, which does not
rely on the the turbulent-viscosity hypothesis.

The modified sets of turbulence constants, determined fol-
lowing the proposition of Prospathopoulos et al. [10], had the
effect of decreasing the wind speed and the wind speed recovery.
This is particularly evident for the k−ε and k−ω models, whose
predictions are improved with respect to the baseline set of co-
efficients. The percentage error with respect to the experimental
wind speed was reduced to less than 20% at 2.5D downstream
the wind turbine for a decay exponent of 0.6. The improvement
was even more evident for the other two locations. This trend
suggests that decreasing the decay exponent is beneficial for the
k−ε and k−ω models. On the other hand, the effect of decreas-
ing the decay exponent was deleterious on the predictions of the
SST k−ω model, especially for the locations at 5.5D and 8D.
No significant effect was instead observed for the prediction of

the RSM, where the results changed negligibly.

CONCLUSIONS
The present study was conducted in order to compare in a

consistent way the principal turbulence models present in litera-
ture, namely the k− ε , k−ω , and Reynolds stress model, to in-
troduce the SST k−ω model as a innovative turbulence model for
wind turbine simulations, and to investigate and assess the influ-
ence of the different turbulence models on the results of the CFD
simulations. The turbulence models were implemented in simu-
lations of a stand-alone wind turbine modeled with the constant-
distribution actuator disk approach. The wind turbine operated
in atmospheric environment which was modeled with the atmo-
spheric surface layer theory. Consistent turbulence model con-
stants for atmospheric surface layer and wake flows were derived
according to appropriate experimental observations.

The results showed that the SST k−ω model performed as
good as the the RSM, which is recognized as the most general
and physically the most complete. The results obtained with
these two models with the baseline set of coefficients matched
accurately the experimental observation. On the other hand, the
simulations using the k− ε , k−ω models provided poor predic-
tions of wake flows, as already documented in literature.

Modified sets of coefficients were also investigated in order
to improve agreement with experimental data. These sets of coef-
ficients improved the predictions the k− ε , k−ω models, which
were however not as good as the predictions from the baseline
SST k−ω and RSM. The effect of the modified sets of coef-
ficients on these latter models was not effective, and was even
deleterious for the SST k−ω .

From the results of this study it is possible to conclude that
the SST k−ω can be used as an effective turbulence model for
wind turbine simulations without any particular modification of
its coefficients. Its results have been showed to be as good as
the RSM’s, which has the disadvantage of requiring much more
computation time to converge.
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[7] Réthoré, P.-E., 2009. “Wind turbine wake in atmospheric
turbulence”. PhD thesis, Aalborg University, Aalborg, Den-
mark.

[8] Cabezón, D., Migoya, E., and Crespo, A., 2011. “Com-
parison of turbulence models for the computational fluid
dynamics simulation of wind turbine wakes in the atmo-

spheric boundary layer”. Wind Energy, 14(7), pp. 909–921.
[9] Prospathopoulos, J. M., Politis, E. S., and Chaviaropoulos,

P. K., 2008. “Modelling wind turbine wakes in complex
terrain”. In European Wind Energy Conference and Exhi-
bition.

[10] Prospathopoulos, J. M., Politis, E. S., Rados, K. G., and
Chaviaropoulos, P. K., 2011. “Evaluation of the effects of
turbulence model enhancements on wind turbine wake pre-
dictions”. Wind Energy, 14(2), pp. 285–300.

[11] El Kasmi, A., and Masson, C., 2008. “An extended k− ε

model for turbulent flow through horizontal-axis wind tur-
bines”. Journal of Wind Engineering and Industrial Aero-
dynamics, 96, pp. 103–122.

[12] Jones, W. P., and Launder, B. E., 1972. “The prediction of
laminarization with a two-equation model of turbulence”.
International Journal of Heat and Mass Transfer, 15(2),

10 Copyright c© 2016 by ASME



(a) 2.5D downstream (b) 5.5D downstream (c) 8D downstream

FIGURE 5: WIND SPEED DOWNSTREAM THE SEXBIERUM WIND TURBINE AS A FUNCTION OF WIND DIRECTION FOR
THE SST k−ω MODEL WITH THE BASELINE AND MODIFIED SETS OF COEFFICIENTS.

(a) 2.5D downstream (b) 5.5D downstream (c) 8D downstream

FIGURE 6: WIND SPEED DOWNSTREAM THE SEXBIERUM WIND TURBINE AS A FUNCTION OF WIND DIRECTION FOR
THE RSM WITH THE BASELINE AND MODIFIED SETS OF COEFFICIENTS.

pp. 301–314.
[13] Launder, B. E., and Sharma, B. I., 1974. “Application of the

energy dissipation model of turbulence to the calculation
of flow near a spinning disc”. Letters in Heat and Mass
Transfer, 1(2), pp. 131–137.

[14] Pope, S. B., 2000. Turbulent flows. Cambridge Universiry
Press.

[15] Wilcox, D. C., 1994. Turbulence Modeling for CFD, 2 ed.
DCW Industries.

[16] Wilcox, D. C., 1988. “Reassessment of the scale-
determining equation for advanced turbulence models”.
AIAA Journal, 26(11), pp. 1299–1310.

[17] Durbin, P. A., and Pettersson Reif, B. A., 2011. Statisti-
cal Theory and Modeling for Turbulent Flows, 2 ed. John
Wiley & Sons.

[18] Menter, F. R., 1994. “Two-Equation Eddy-Viscosity Tur-

bulence Models for Engineering Applications”. AIAA Jour-
nal, 32(8), pp. 1598–1605.

[19] Launder, B. E., Reece, G. J., and Rodi, W., 1975. “Progress
in the development of Rynolds-stress turbulence closure”.
Journal of Fluid Mechanics, 68(3), pp. 537–566.

[20] Speziale, C. B., Sarkar, S., and Gatski, T. B., 1991. “Mod-
elling the pressurestrain correlation of turbulence: an in-
variant dynamical systems approach”. Journal of Fluid Me-
chanics, 227, pp. 245–272.

[21] Gibson, M. M., and Launder, B. E., 1978. “Ground ef-
fects on pressure fluctuations in the atmospheric boundary
layer”. Journal of Fluid Mechanics, 86(3), pp. 491–511.

[22] Sørensen, J. N., and Myken, A., 1992. “Unsteady actuator
disc model for horizontal axis wind turbines”. Journal of
Wind Engineering and Industrial Aerodynamics, 39(1–3),
pp. 139–149.

11 Copyright c© 2016 by ASME



[23] Ammara, I., Leclerc, C., and Masson, C., 2002. “A Viscous
Three-Dimensional Differential/Actuator-Disk Method for
the Aerodynamic Analysis of Wind Farms”. Journal of So-
lar Energy Engineering, 124(4), pp. 345–356.
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